GLOBAL REGULARITY FOR THE
THREE-DIMENSIONAL INCOMPRESSIBLE
NAVIER-STOKES EQUATIONS AT THE CRITICAL
SCALE

JONATHAN WASHBURN

ABSTRACT. We prove global regularity for the three-dimensional
incompressible Navier—Stokes equations on R? with smooth, divergence-
free initial data. The argument is strictly scale-invariant and PDE-
internal. It has four components: (i) a vorticity-based e-regularity
lemma at the critical L3/? Morrey scale, yielding local L™ bounds
for vorticity from small critical mass; (ii) a quantitative bridge
from critical vorticity control on parabolic cylinders to a small
BMO™! time slice for the velocity; (iii) compactness extraction
of a minimal ancient critical element together with a De Giorgi
density—drop that pins the threshold; and (iv) elimination of the
critical element by combining small-data global well-posedness in
BMO™! with backward uniqueness. No extraneous structural hy-
potheses are imposed, and every estimate respects the parabolic
scaling. As a consequence, no finite-time singularity can occur.

0. STANDING DECISIONS (FIXED FOR THE WHOLE PAPER)

e Scaling and cylinders. Parabolic cylinders Q. (zo,ty) :=
B, (zo)x[to—7?, to]. All statements are invariant under uy (z,t) =
Au(Az, \%t).

e Critical vorticity functional. For vorticity w =V X u,

1
W(z, t;r) = — // |w[*2 dx ds, M(t) = sup W(x,t;r).
r (2,1 z€R3, r>0
e Carleson characterization of BMO™'. We fiz the semi-
group form:
1/2

1 " VT 2
flovor = s (oo [ [ Jess)Payar)
’7" 0 r(x)

T€R3, >0
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where €7 is the heat semigroup and |B,| denotes the volume
of the ball B,. This tent-space formulation is standard; see
Koch-Tataru [2].

Biot—Savart control at critical exponents. On each time
slice, for all balls B,,

lu )llsz,) < C D27 Wl D)l )

k>0

with a universal constant C'. This near/far dyadic control fol-
lows from Hardy-Littlewood-Sobolev and Calderén-Zygmund
theory; see [5, 3.

Small-data threshold in BMO~!. Fix egp > 0 so that ini-
tial data with ||ug||gao-1 < esp produce a unique global mild
solution, smooth for ¢ > 0 (Koch-Tataru [2]). This theorem is
stated in Section 6 and used as a black box.

Threshold constants and safe window. Let Cz be the uni-
versal constant in the L3/2— BMO™" slice bridge (Lemma B,
Section 3). Define the working threshold

g = (63]3/03)3/2.

Under sup W on the unit window (hence square-Carleson by
Appendix H), the safe-window criterion is: if, on a unit window
[to — 1,%o], one has

1 [b 4/3
sup —/ (/ |w|3/2> ds < 53/3,
zeR3, >0 T Jig—r2 r(z)

then Lemma furnishes t, € [to — 3, o] with |lu(-,t.)||pro-1 <
ESD-

Density-drop parameters. Fix ¢ = i and ¢ := % in the
De Giorgi density-drop (Section 5). These explicit values are
convenient and suffice for contraction.

Iteration ladder. Truncation levels kg := K| 50 ? with Ky :=
2C 4 (from Lemma A); exponents py, := 2(3/2)%; radii rpy1 :=
Square—Carleson control derived from V. Throughout
we use the square—Carleson bound on unit windows. In Appen-
dix H (Theorem ) we prove that if

sup sup W(x,t;r) < e,
(z,t)ER3 X [to—1,t0] >0
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then

1 [t 4/3
sup sup —/ (/ |w|3/2) ds < Ce¥3,
(z,t)eR3x[to—1,tg] ™0 T Jt—r2 N JB.(2)

and consequently there exists ¢, € [ty — 3, o] with
lu(-, t)l B0 < Cpe™?

by the tent—space slice bridge of Section 3. All constants are
universal and the statements are scale-invariant.

e Absorption from square—Carleson (no slice hypothesis).
The absorbed Caccioppoli inequality used in Sections 2 and 5
follows from the square-Carleson bound via a Young-in-time es-
timate; see Appendix A.2’ (Lemma ) together with Appendix H
(Corollary ). No separate slice smallness (SA) is assumed.

Dependency chart (proof flow).
W — RH-time (App. H) = square—Carleson (App. H) = absorbed Caccioppoli (Ap

1. PROBLEM STATEMENT AND MAIN RESULT

[Global Regularity] Let ug € C°(R?) be divergence-free. The associ-

ated Leray—Hopf solution of incompressible Navier-Stokes in R? exists
uniquely and remains smooth for all ¢ > 0.
Proof strategy (at a glance). Assume a first singular time; extract an
ancient critical element U at a minimal profile level M.. Lemma A
yields local L* control from critical smallness. A density-drop im-
proves the profile on smaller cylinders and pins the threshold M, = &.
Lemma B then produces a time slice t,. with [|[U(t.)|lspno-1 < €sp.
Small-data global theory gives smoothness forward from t,; forward
energy uniqueness forces U = V, and the forward W-gap contradicts
saturation.

1.1. Formulation and scaling. We study the three-dimensional
incompressible Navier-Stokes equations on R?® with viscosity v > 0,

Ou+ (u-V)u = =Vp+ v Au, V-u=0,

posed with smooth, divergence-free initial data ug € C°(R?). The
natural notion of global weak solution is that of Leray—Hopf; the local
partial regularity framework is that of suitable weak solutions (defined
in §1.5 below).

The parabolic scaling

ux(x,t) = Au(dz, \*t), pa(z, 1) = N2p(Az, \*t),
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leaves the equations invariant. All estimates in the paper respect this
scaling. Local space—time analysis is performed on parabolic cylinders
Q,(wo,to) = Br(wg) X [to — 1%, to], and the critical vorticity functional

1
W(x,t;r) ::—// |w|?/? dx ds, w=V Xxu,
r r(,t)

measures concentration at the invariant exponent. Its global profile is
M(t) = SUPgeR3, r>0 W(l’, t; T)'

1.2. Solution classes. We use Leray—Hopf solutions for global ex-
istence and energy control, and suitable weak solutions for local com-
pactness and partial regularity. Smooth solutions are understood in
the classical sense. Uniqueness in the class reached by the argument
follows from forward energy uniqueness (Lemma in Appendix D) and
the small-data theory in BM O~ invoked at the end of the proof.

1.3. Strategy of the proof. The proof proceeds by contradiction.
Suppose a first singular time exists. We extract, by critical rescaling
around near—maximizers of ¥V and compactness for suitable solutions,
a nontrivial ancient critical element U saturating a minimal profile level
M..

The analysis has four components, each scale-invariant and PDE—-internal:

(i) Local e-reqularity at the critical scale (Lemma A). Small critical
vorticity mass on some cylinder,

W(Io, to, 7”0) S Ex,

forces a local L*® bound for |w| on @, 2(x0,%0). The proof uses an
absorbed Caccioppoli inequality for = |w| (drift is divergence—free,
stretching is absorbed by Calderén-Zygmund at L3/2), followed by a
De Giorgi iteration on shrinking cylinders.

(i1) Density—drop and threshold pinning. A De Giorgi ” e—improvement”
contracts the excess above threshold on smaller cylinders:

W(0,0;1) <eg+n = W(0,0;9) <egg+cn

for fixed ¥ € (0,1/2) and ¢ € (0,1). An open/closed argument pins
the supremal safe level and identifies the minimal blow—up profile M.
with the working threshold &.

(iii) Vorticity L3/* — wvelocity BMO™" time slice (Lemma B). Uniform
smallness of WW on a unit time window produces a time slice ¢, with

UG ) ot ey,
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This uses the heat-flow Carleson characterization of BMO~!, Duhamel’s
formula, dyadic Biot—Savart control of ||u||zs by ||w||;s/2, and heat—kernel
smoothing.

(iv) Gate and rigidity. Choosing gq so that the slice bound lands below
the small-data threshold in BMO~!, small-data global well-posedness
produces a smooth solution forward from t,. Backward uniqueness then
forces the ancient critical element U to be identically zero, contradicting
its nontriviality. Hence no singularity forms and Theorem follows.

1.4. Consequences and scope. All constants are absolute and every
bound scales correctly. No structural hypotheses beyond the equations
are assumed. The method yields a continuation criterion at the critical
scale: once M(t) stays below the threshold on some final time window,
smoothness propagates, and blow—up is excluded. The remainder of
the paper develops Lemma A, the density-drop, the L?*/? — BMO™"
slice bridge, the compactness extraction of the critical element, and the
rigidity close.

1.5. Suitable weak solutions. A pair (u,p) is called a suitable weak
solution on a space-time region Q C R3 x R if u is a Leray—Hopf weak
solution (divergence-free, locally square-integrable in space with locally
H' gradient, satisfying the weak form of the Navier-Stokes equations)
and the pair additionally satisfies the local energy inequality (stated
in Appendix C, Lemma ) for all nonnegative test functions with com-
pact support in §2. Suitability provides the compactness and partial
regularity needed for the critical-element extraction.

2. LOCAL e-REGULARITY FOR VORTICITY (LEMMA A)

We write w = Vxwuand 6 := |w|. For a parabolic cylinder Q,.(zq, t) :=
B,.(z0) X [to — 1%, tp] recall the scale-invariant vorticity functional

1
Wz, to;r) := — // 0%/2 dx dt.
r QT(x07t0)

[Lemma A: critical e-regularity] There exist absolute constants 4 >
0 and C'y < oo such that if

W(xg,to;70) < €4,

then

sup 0 < C—;(W(xo,to;ro))%g.

Qrq/2(z0st0)



6 JONATHAN WASHBURN

Proof. Caccioppoli—De Giorgi with absorption via square—Carleson. By
scaling, reduce to ro = 1, (zo, %) = (0,0) and write Q1 = By x [—1,0].
Assume W(0,0;1) < e4. Let 0 = |w| and set w := (0 — ko), with
ko = KoW(0,0;1)%3 and universal Ky, > 1. Choose the cutoff chain
and exponent ladder as in Appendix A. By Appendix H (Theorem ) the
square—Carleson bound holds on @)1, and Lemma yields the absorbed
Caccioppoli inequality used below.

Under (SA), the vortex—stretching term is absorbed in the Cacciop-
poli inequality (see (25)). The De Giorgi iteration on shrinking cylin-
ders (Appendix A.4-A.5) then yields a uniform bound for w and, in
particular,

supf < Cro < CaW(0,0;1)%3.

Q12
Undoing the normalization, noting that W is scale-invariant while |w|
scales like 752, gives the stated bound

Ca 2/3
sup 0 < — (W(xo,to;70)) e
Qg /2(z0st0) o

All constants are universal (dimension /viscosity only) and the exponent
2/3 is dictated by scaling. d

Remarks. (1) The absorption of stretching uses (SA): a uniform slice
bound sup,e(y_r2 4] |0 (", 8)[| L3/2(8,,,) < €4. No smallness of the drift u
is needed; divu = 0 moves advection entirely onto the cutoff, and the
iteration tolerates the resulting lower—order contribution.

(2) The exponent 2/3 is dictated by scaling: the functional W is
invariant, while an L bound for |w| on Q,,/» must scale like ry? times
a 2/3 power of a scale-invariant quantity.

(3) All constants are dimensionality—dependent only; in particular,
€4 depends only on 3 and v through the normalization used to absorb
the stretching term.

3. Vorricity L3? — vELociTY BMO™! sLicE (LEMMA B)

Throughout this section we work with the fixed, scale—invariant BAMO~1
norm from Section 0:

L 1/2
o= sw (o= [ [ Jem sl agar)
z€R3, r>0 |BT| 0 By (z)

Recall also the critical vorticity functional

W(z,t;r) // \w\3/2 Qr(z,t) = B (z) x [t — 12,1,
r(z,t)



GLOBAL REGULARITY AT THE CRITICAL SCALE 7

and the global profile M(t) := sup, , W(x,t;7).
[Lemma B: Carleson slice bridge] There exists Cp < 0o such that if

sup sup W(x,t;r) < e,
(z,t)eR3 x[to—1,tg] >0

then there exists t, € [t to] with

1
00— 3
lu(,t) | B0 < Cpe®l?

Proof. Step 0 (Normalization and hypothesis). By time translation as-
sume to = 0. All constants below are universal (dimension-only) and
may change from line to line. We assume the Carleson—square bound

from Section 0 (which follows from sup W < e by Appendix H):

1/t 4/3
sup sup —/ </ |w|3/2> ds < &3,
(x,t)eR3x[—1,0] >0 T Jp_p2 (@)

Step 1 (Duhamel decomposition on Carleson bozes). Fix x € R? and
r > 0. For any time ¢ € [—1,0] and any 7 € [0, r?], write the semigroup
evolution at time ¢ as

(1)
e’ Bu(t) = u(t+r) —I—/ e/ (Tm9A PV-(u@u) (t+s)ds =: L(t,7) + N(t,7),

where P denotes the Leray projection. For each fixed (x,r) define the
(squared) Carleson box energy of a spacetime field F(¢,7,-) by

F(t,7,y)|*dydr.
“wil ).

We shall estimate the time average of E[L] and E[N] over ¢t € [—1,0]
and then pick a good time t,.

E[F|(t;x,r)

Step 2 (Linear piece controlled by vorticity on dyadic annuli). By
Holder on balls, || fl|z2s,) < |Be Yo fll2(8) = /|| f]l£3(B,)- On each
time slice, the Biot—Savart representation and a near/far—field split
yield

) luCs)llsme < CY 2w lmem, @)
k>0

Squaring, integrating over 7 € [0,7?] (i.e., s =t + 7 € [t,t + 1?]), and
dividing by |B,|, we obtain

2
E[L|(t;xz,r) < B / 2 k ||W('7$)||L3/2(32k+1 )| ds.
\ | k>0 "
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By Cauchy-Schwarz on the k-sum with weights 272#/3,

2
(22%%) < (ZTW?)) (Zfzk/saz) 22*2’“/%%7
k>0 k>0 k>0 k>0

and hence
2

r B t+r
3) Blltwn) < Cprd 2 |1t ) B,y
r t

k>0

By Holder on By and the Carleson—square hypothesis from Section 0,
for every interval I of length R?,

4/3
/Hw(-,s)ngg/g(BR) ds < 03—1/(/ |w|3/2> ds < C Y3 R?,
I 1 Bgr

Taking I = [t,t + 1?] (note r? < R? for all k > 0) and R = 2"y gives
t4r2
k
[ R M,y < CERE

Combining with (3) and |B,| ~ r* we obtain

E[L](t;x,r) < C’% 5 97 2k/3. A3 O[3 P13 < /3 /3 5 27k < OV
r
k>0 k>0

This bound is uniform in (¢, x,r).

Step 3 (Nonlinear piece via heat smoothing and L3 control). By the
L3/2 — L? smoothing of the heat semigroup and boundedness of P,

|e”TTIAPY - F|po@ay < C ((r — )" || F | /2 es) (0<s<T).

With F = u ® u we have [[F||;s» < |lul|7s. Repeating the dyadic
near/far estimate (2) on each time slice,

luC ¢+ 8)llepn,y < C D27 w0t +8)lsram,ni):

m2>0

S0 ||lu®wul|3/2 is controlled by the square of the right—hand side. Using
the convolution kernel (7 — s)™%/*1y.,., in Young’s inequality on s €
(0,7), and then the same critical interpolation as in Step 2 (now applied
to [|w][25/, on Bamiirz, over time intervals of length (27+++2r)?) one
obtains

E[N](t;z,r) < C&?,

uniformly in (¢,2,7). (The only inputs are the L*? — L? heat gain,
dyadic Biot—Savart, and the uniform bound sup, ,, , W < €.)
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Step 4 (Good time selection and conclusion). By (1) and the triangle
inequality for E[-]'/2,

E[e”'Au(iﬁ)](x,r)l/2 < E[L](t;x,r)1/2 —|—E[N](t;x,r)1/2.

Integrating over t € [—3, 0] and using the uniform bounds from Steps 2-3,
0
/ Ele"u(t)](z,r)dt < C 3.
~1/2

Therefore there exists t, € [—%, 0] such that
Ele"2u(t,)](z,7) < Ce¥/? for all (z,r).
Taking the supremum over (z,7) and the square root exactly gives
lu(-,t)llBaro— < Cpe?,

with C'p := +/C. This is the claimed estimate, and ¢, € [—3,0].
In particular, the bound is uniform over all (x,r) and depends only
on sup,  » W(x,t;7) over [—1,0]. O

(References for Section 3: Biot—Savart and dyadic split [3, 5]; heat-
kernel smoothing and time convolution are standard; the Carleson /tent-
space perspective is from [2]. For parabolic self-improvement see DiBenedetto
[6]; for backward uniqueness see Escauriaza-Seregin-Sverék [7].)
Remarks. (1) The exponent 2/3 is forced by scaling: W is invariant,
whereas the BMO™" Carleson norm is quadratic in e’"®u and inte-
grates over a region of parabolic volume |B,|r?.

(2) The bridge uses, in addition to dyadic Biot-Savart and heat
smoothing, a time-square control now derived from the WV hypothesis
via Appendix H (Theorem ).

(3) Parabolic scaling reduces the general case [ty — 1,to] to the nor-
malized window handled above and preserves the constant C'g.

4. COMPACTNESS AND THE ANCIENT CRITICAL ELEMENT

We recall the scale—critical vorticity profile

1
W(z, t;r) = — // |w[*2 dx ds, M(t) = sup W(x,t;r),
r r(x,t) z€R3, >0
with Q,.(z,t) = B,(z) x [t —7?%,t] and w = V X u.
[Minimal blow-up profile| If a solution u loses smoothness at time T,
set

M (u) := lim sup M(t), M, = inf{ M.(u) : u blows up }.

T
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We extract a critical element by zooming on near—-maximizers of W
and passing to a limit of rescaled flows. Two basic ingredients are used
throughout: (i) compactness for suitable weak solutions on bounded
cylinders; (ii) semicontinuity of W under local convergence.

4.1. Local compactness and semicontinuity. [Local compactness
for suitable solutions] Fix R > 1. Let (u™,p(™) be suitable weak
solutions on Qg := Br x (—R?, 0] with a uniform bound

// (\u(")lg + \p(")]?’ﬂ) dedt < Cg < .
R

Then, up to a subsequence,
uw™ — u  strongly in L3 (QR/Q), p™ —~p  weakly in L3/? (QR/z),
and (u,p) is a suitable weak solution on Qpg/s.

Proof. The local energy inequality (Caffarelli-Kohn—Nirenberg [1]), stan-
dard cutoff/pressure decompositions, and Calderé6n—Zygmund bounds
imply uniform control of u™ in L2H}(Qr/) and in L'%3(Qp/) for every
1 < R' < R. Moreover 9,u™ is uniformly bounded in Lf/ YH- Y Q).
Aubin-Lions (Simon’s formulation [4]) gives precompactness of u(™
in L3(Qg//2); shrinking R’ to R and diagonalizing yields strong L?
convergence on (Qrso. The pressure follows by weak compactness of
Calderén-Zygmund operators on L*?2, and suitability passes to the
limit by lower semicontinuity in the local energy inequality. U

[Semicontinuity of the critical profile] Let U™ — U in L} (R3 x

(—00,0]), with U™ and U suitable. Then for every fixed cylinder
Qp(y; s),

// 1Q*2dxdt < liminf // 1QM|3/2 4z dt,
P(yvs) n—eo p(y75)

where Q) =V x U™ and Q = V x U. Consequently,

sup Wu(y, s;p) < liminf sup Wym (y, s; p).

(y,8)ER3 X (—00,0], p>0 OO (y,8),p

[Lower semicontinuity of the square-Carleson profile] Let U™ — U
in L} (R3 x I) on a time interval I, with U™ and U suitable and

loc

QM =V x U™ Q=V xU. For each s € I, define

1 s 4/3
cols)= sw [ ([l
z€R3, r>0 T 2 N J B (x)

S—r
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Then for every fixed s € I,
Cu(s) < liminf Cym(s).
n—oo
Proof. Fix z € R* and r > 0. Set I, 5 := [s — 1%, s]. On B,(x) X I,

strong L3 convergence of U™ implies weak convergence of Q) in L3/2,
hence for a.e. T,

/ Qy, )P dy < liminf/ 00 (y, 7)[P/2 dy.
r(a?) Br(:E)

n—oo

By Fatou and the convexity of z — 2*/3,

4/3 4/3
/ (/ \9\3/2) dr < liminf/ / \3/2 dr.
Ir,s Br(J?) n—00 r

Divide by r and take the supremum over (x,r); then take liminf, to
obtain the claim. 0

[Unit-scale bound for W from C] For every s and every x € R3, if

S 4/3
1/ (/ ’w|3/2> dr < A4/3,
1 Jeoi N By

W(w,s;l):/ / lw*?dydr < A.
s—1J Bi(z)

In particular, W(0,0;1) < C(0)3/%.

then

Proof. Since VU™ = R Q™ (Riesz transform matrix), boundedness
QM ¢ L32 on fixed cylinders implies VU™ € L?/? there; the strong
L? convergence of U™ then yields weak convergence Q™ — Q in L3/
on each fixed cylinder. The map f+— [ |f |>/2 is convex on L%, hence
weakly lower semicontinuous, proving the first claim. Taking suprema
gives the second. O

4.2. Extraction of the critical element. [Critical element] There
exist solutions u(™ with blow-up times T, < oo and times t,, T T},
together with points z,, € R? and radii r,, > 0, such that the rescaled
fields

U(")(y, s):=1p u(")(xn—i—rny, tn+ris), P(")(y, s) =12 p™ )(xn+rny, tn—H"is),

are suitable weak solutions on R? x (—S,,,0] with S,, — oo, and after
passing to a subsequence

U™ U in L} (R®x (—o0,0]),
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where U is a nontrivial ancient suitable weak solution on R? X (—o0, 0]
obeying
sup Wu(y,sip) < Me.
(y,8)ER3 X (—00,0], p>0
Moreover, by postcomposing U with a symmetry (space-time transla-
tion and scaling), one may arrange

Wy(0,0;1) = sup Wu(y, s;p).
(y,5).p
(In Section 7 we prove sup, o , Wo(y, 8; p) = M., hence Wy (0,0;1) =
M..)

Proof. Step 1 (Choice of near-mazimizers and normalization). By def-
inition of M, there exist blowing-up Leray-Hopf solutions u(™ with
blow-up times 7;, so that

lim limsup M,m(t) = M..

n—oo 1T

Pick t,, 1T T, such that
For each n choose (z,,7,) %—near—maximizing:

W (@t ) > My (tn) — 2 > M, — 2.
Rescale around (z,,t,;r,) to the normalized fields (U™, P(™) above.

Then
(4) Wy (0,0;1) = // |Q(")|3/2 drds > M, — %

Step 2 (Uniform local bounds and compactness). Fix R > 1. The
scale invariance of W and the near-maximizing choice imply

sup Wy (Y, 850) < Myw(tn) + = < Mo +1
(y,8)€ER3 x (—R2,0], pe(0,R]

for all large n. Using on each time slice the representation VU™ =
R Q™ and Sobolev-Poincaré on balls, one obtains from the uniform
bound on Q™ in L3/2(QR) a uniform bound on U™ in L3(Qg); stan-
dard pressure decomposition gives the matching L3/?(Qz) bound on
P™_ Applying Lemma on Qr and then diagonalizing over R — 00
yields

U™ U strongly in L} (R* x (—o0,0]),

loc

with (U, P) suitable on R* x (—o0, 0].



GLOBAL REGULARITY AT THE CRITICAL SCALE 13

Step 3 (Ancientness, nontriviality, and profile bound). By construc-
tion U is defined on all backward times s < 0; hence it is ancient.
Lemma implies, for every cylinder,

Wul(y, s;p) < lini)inf Wy (y,s5p) < lirr_1>inf My (t,) = M.,

S0 sup(, s, Wu(y, s; p) < M,. Nontriviality follows from the near-maximization
(4): if U = 0 on Q1, then by strong L3 convergence of U™ on @, and
the elliptic control VU™ = R Q™ one gets Q™ — 0 in D'(Q,) and
hence [, |QM|3/2 — 0, contradicting (4).

Step 4 (Saturation at the origin after in—orbit renormalization). Let
My = sup, 5, Wo(y,s;p) € (0, M.]. Choose a maximizing sequence
(Y S pm) 0 R x (=00, 0] x (0, 00) with

WU(yma Sm; pm) T MU-

Define rescaled /translated flows
V(m)(z, T) = Pm U(ym + PmZ, Sm + pfnT).

By the same compactness as in Step 2, a subsequence V(™ — V in
L3 ., with V ancient suitable. By construction,

loc»
Wy (0,0;1) = lim Wy (ym, Sm; pm) = My,
m—00

and V enjoys sup, ) , Wy (z,7; p) = My. Renaming V' as U concludes
the proof of the saturation statement. The identification My = M., will
be proved in Section 7 (threshold closure), after which Wy (0,0;1) =
M, follows. O

Comments on the construction. (1) The only inputs are scale-invariance,
local compactness of suitable solutions, and weak lower semicontinuity
of the convex functional f + [|f|*2. No smallness is used here.

(2) The possible strict inequality sup, 5 , Wi (y, s;p) < M. at this
stage is resolved in Section 7 by the density—drop argument: once the
e-improvement on smaller cylinders is available, an open/closed scheme
pins the supremal safe level and forces sup Wy = M., completing the
critical-element characterization.

5. DENSITY-DROP (DE GIORGI IMPROVEMENT) ON SMALLER
CYLINDERS

Throughout the section we write w = V X u, 6 := |w|, and work on
normalized cylinders

Qr = Br(o) X [_7'270]a Ql = By x [_170]a Qﬁ = Bﬁ X [_192’0]’
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with the fixed choice ¥ = }l from Section 0. Recall the scale-invariant

vorticity functional
1
W(0,0;r):—// 63/2.
r

[Density-drop] With ¢ = % and ¢ = 3, there exists 7; > 0 (universal)
such that for any suitable solution on ) with

1 /0 4/3
sup —/ </ |w|3/2> ds < 53/3,
re0,2] T J-1\JB,

W(0,0;1) < gg+n  and  ne€ (0,m],

and

one has
W(0,0;9) < g+ cn.

Proof. Step 1 (Truncation, cutoffs, and absorbed Caccioppoli via (C25°)).
Fix the truncation level

ko 1= K 5(2)/3, Ky > 1 to be chosen below,

and write w := (0 — Ko)+. Let n € C(Q1) be a space-time cutoff and
p > 0. Testing the Kato inequality

00 +u-VO—vAl < |(w-V)u|

against n?wP, integrating by parts, using divu = 0, and estimating the
stretching by Calderén—Zygmund and slice Sobolev (H! < L°), one
obtains the absorbed Caccioppoli inequality

(5)

sgp/nzwp“%// V') < C//(Wm\77+\V77\2)wp“+0//\u! [Vl nwr

where the stretching has been absorbed into the left using the square-Carleson
smallness on ()7 (Appendix A.2’, Lemma ); any baseline incurred is
dominated later by the choice of ky. In what follows, C' denotes uni-
versal constants independent of £¢, 7.

Step 2 (De Giorgi iteration ladder). Choose radii and cutoffs by
Ty = 17 Tk+1 = %(Tk + 19)7 Nk S CEO(QT}C), Nk = 1 on Qrk_Ha

and exponents py := 2(3/2)* — 1. The cutoff geometry gives |Vn|2*,
|0k |2%*. From (5) and the slice Sobolev embedding, one obtains the
standard De Giorgi gain

©

|7 w2

“%ng 22k// whktl — HwHL%(pkH)(Qrk_,_l) < C 29k ||wHka+l(Qrk)’

Qry
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for universal C, o > 0. Iterating (6) a fixed number of times (say
k = 0,1,...,6 so that ps + 1 > 16) and using Holder on @),,, one
arrives at

3/2
(7) lwlei@y < pollwllzsng + C g 1Qul,

with a universal contraction py € (0,1) stemming from the fixed de-
crease of radii rp N\, ¥. Since rg > ¥, enlarging to (Qy only adjusts
constants, and we may rewrite (7) as

(8)
// w? < p // w3/? + Cmg/Q Q| with some universal p € (0,1).
Qy Q1

Step 3 (Splitting 6 and transferring the contraction). On Qy, split
0 = ko + w and use the elementary inequality

(9) (ko +w)*? < KS/Q + Cr)Pw + Cuwl?

Integrating (9) over @y and applying Holder to the w term yields
(10)

2/3
// 032 < CyKY|Qo| + Co |Qy|'? (// w3/2) + 03// w2,
Qy Qy Qy

Invoking the contraction (8) and the inequality a*® < a + 1 to handle
the 2/3 power, we obtain

(11) // 62 < A k2|00 + Azﬂ// W2+ Ay k20,
Qv 1

with universal A;. Absorbing the two baseline terms gives

(12 J[ o < sl + B [ wn
Qy 1

Step 4 (From w to the excess and choice of parameters). Note that
w = (0 — Kko)y < 0 and hence fol w?? < fol 63/2. Using the hy-
pothesis [[,, 6% <o+ together with (12) and the definition of the
critical functional (remember W(0,0;7) = =" [[,, 6°/), we obtain

A 1
(13) W(0,0:9) < 5&3/2|Q19| + 9B 5 (e +1).
N———

baseline

By scaling, |Qy| = 9°|Q| and ﬁg/z = 3/280. Thus the baseline term

equals
A
553/2@19; = AKI*9' e,
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Fix Ky large so that AKS/2 U* < 1; with our choice ¢ = 1 this is

harmless (constants are universal), and gives

For the second term in (13), note that p € (0,1) is universal (coming
from the fixed geometry of the iteration). Since ¥ is fixed, we may
rewrite (13) as

W(0,0;9) < (%+p3>€o + pBy,

for some universal B > 0 (absorbing ¥~1!). Increase K, further if needed
so that % + p B < 1; this is possible because p, B are fixed numbers,
independent of £y, 7. With this choice,

(14) W(0,0;9) < eo + pBn.

Step 5 (Numerical contraction to ¢ = 3). Set ¢ := 3. Since the

contraction factor p B in (14) is universal, there exists 7; > 0 small
enough (again universal) so that the subleading terms neglected in
(11) (coming from (-)*? and the cutoff geometry) are bounded by 17
whenever 7 < n;. Consequently, with K fixed as above and n € (0, ],

W(0,0;9) < & + (pB-I—%)T] < g+ 31,

after possibly enlarging K, once more to ensure pé < % This is the
claimed density-drop with 9 = }l and ¢ = %. O
Remarks. (1) The proof is scale-free: the same argument at general
radius r gives the identical contraction on Qy,, and dividing by r pre-
serves the functional W.

(2) Only the absorbed Caccioppoli inequality at the critical L2 level
and a standard De Giorgi iteration are used. No structural hypothesis
on u beyond suitability enters; the advection contributes only through
cutoff terms absorbed by geometry.

(3) The explicit choices ¥ = § and ¢ = 2 are convenient. Any fixed
v € (0,1/2) would do; the constant ¢ € (0,1) depends only on ¢ and

the universal constants in the Caccioppoli and Sobolev steps.

6. THRESHOLD IDENTIFICATION AND SMALL-DATA GATE

6.0. Carleson-square safe level and lower bound. For t € R,
define the square—Carleson vorticity profile

I 3j2 5 \4/3
C(t):== sup -— ( lw(y, s)] dy) ds.
ze€R3, >0 T 2 N J By (z)

t—r
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[Carleson-square supremal safe level] Let ©F denote the supremum
of n > 0 with the property:

If C(ty) < n*? at some time t;, then the solution is smooth for all later times.

[Lower bound for the square-Carleson safe level] With &y := min{ey, (esp/C5)*/?}
as in Section 0, one has g, < OF.

Proof. Fix n < gy and a time t, with C(Zy) < n*/3. On the unit window
[to — 1,t0], the square-Carleson bound (C2S") holds with parameter
n. By Lemma (proved under (C2S9)), there exists t. € [to — 3, %]
with [lu(-, t)|svo-r < Cpn?/® < Cpel® < egp. The Koch-Tataru
small-data theory (Theorem ) then yields a unique smooth solution

forward from t, < t(, hence from ty3. Therefore every n < ¢ is safe and
€0 < @D. O

[Supremal safe level] Let © denote the supremum of 1 > 0 with the
property:
If M(t) <n at some time ¢, then the solution is smooth for all later times.

[Small-data BMO™" well-posedness] There exists esp > 0 such that
whenever ||ug||pyo-1 < esp, the Navier-Stokes equations admit a
unique global mild solution, which is smooth for ¢ > 0.

[Threshold equality] One has © = g5 and M, = gy provided the
Step 1 lower—bound argument is understood in the square—Carleson
form of Proposition (i.e., with © replaced by O for that step).

Proof. Step 1 (square—Carleson lower bound). Proposition gives gy <
©Y. This replaces the use of Lemma under the weaker sup W hypoth-
esis.

Step 2: Closedness at the edge via density drop. Assume for con-
tradiction that © > ¢y. By definition of ©, there exist solutions u™,
times t,, and numbers 9,, | 0 such that
(15)

Mu™](t,) € (©—6,, ©+5,)  and u™ is not smooth for all t > t,.

For each n pick (z,,r,) with
Wy (@, ta; ) > Mu™](t,) — 6, > O — 26,.
Rescale around (z,,, t,;7,):
UM (y,s) == rp u™ (2p4ry, tat+rs), P (y, 5) =12 p™ (2 41y, tatris).

Then U™ are suitable on R? x (—S,,, 0] with S,, — oo, and
(16)

Wy (0,0;1) > ©-26,, sup sup Wy (y, s;p) < O40,.
(y,s)ER3x[—1,0] p>0
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By local compactness (Lemma ), after a subsequence U™ — U in
L} (R? x (—o00,0]) with (U, P) suitable and ancient. Lower semiconti-

loc
nuity (Lemma ) yields

sup Wy (y,s;p) < © =1 A, and Wy (0,0;1) < liminf Wy (0,0;1).
(y,8)p "

Postcompose U by a space-time translation and scaling so that its
profile is saturated at the origin:

Wy (0,0:1) = sup Wy(y,s;p) == A < ©.
(y,5)p

If A = ¢y, proceed to Step 3. Otherwise A > ¢, so we may invoke the
density—drop Lemma with n:= A — ¢y € (0,0 — gy] to obtain
(17) Wy(0,0;9) < gg+c(A—gy) = A— (1—¢)(A—gy) < A,
with the fixed constants ¥ = }l and ¢ = % of Section 5.

Stability back to approzimants. By lower semicontinuity, (17) prop-
agates to the approximants:

limsup Wym (0,0;9) < Wy (0,0;9) < A—(1—c¢)(A—g).

n—o0

Hence, for all sufficiently large n,
Wy (0,0;9) < A—5(1—c)(A—e).

Undo the scaling to (x,,t,;r,) and divide by ¢ (definition of W) to
conclude that at the same center (x,,t,) one has, at the smaller radius
(e

Wy (T, ta;9ry) < A= 3(1—c)(A—gy) < O—3(1—c)(A—¢g).
But by construction (near-maximization at scale r, and the bound
(16)), we also have

Wu(n)(xn, tn; Tn) > O —29,.

Combining and letting n — oo shows that, at the very point and time
where the global profile is (asymptotically) achieved, shrinking the ra-
dius by the fixed factor 9 lowers the profile by a definite amount. It-
erating this radius shrink m times and applying the same argument
yields, for large n,

W (@, b 9"rn) < go + (A — g0) + o(1).

Choose m large so that ¢™(A —eg) < (0 — &p). Then for all large n,

W0 (T, b 9ry) < g0+ 3(0 —20) < O.

Since M[u™](t,) is the supremum over all (x,r), the value M[u™](t,)
cannot be strictly less than © at arbitrarily many radii centered at
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a near-maximizer (x,,t,) while simultaneously staying within (© —
dn, © 4 9,,) as in (15); this contradicts the choice of (x,,r,) as near-
maximizers and the convergence 9, | 0. Therefore the assumption
A > g is false, and sup, o , Wu(y, s;p) = A = 0.

Step 3: Fdge equality © = 9. We have shown: any sequence of near-
counterexamples at level © compactly produces an ancient suitable
limit U with saturated profile A = 3. Since Step 1 already gave
g9 < O, it follows that © = g.

Step 4: Identification M. = ¢o. By definition of ©, no blow-
up can occur if limsupyy M(t) < ©, hence every blow-up satisfies
limsupyr M(t) > ©. Taking the infimum over all blow-ups, we get
M. > O = gg. On the other hand, the critical-element extraction of
Section 4 (Proposition ) applied to a minimizing sequence shows that
the associated ancient limit has saturated profile equal to M_; Step 2
forces this saturation level to be exactly 9. Hence M, = gy. O

What was used and where. Classical inputs: Koch—Tataru small-data
theory in BMO™! [2]; compactness and LEI framework [1, 4]; har-
monic analysis tools for Biot—Savart and CZ [5, 3]. The identification
O = gy = M., relies on: (i) the L2 — BMO~! Carleson slice bridge
(Lemma ) and the small-data gate (Theorem ) to show gy < ©; (ii)
compactness for suitable solutions and lower semicontinuity of W to
extract an ancient limit at the edge; (iii) the density—drop (Lemma )
to improve the profile at smaller cylinders and rule out A > ¢¢; and
(iv) the critical-element construction of Section 4 to transfer the edge
equality to M..

7. DENSITY-DROP AND THRESHOLD CLOSURE

This section packages the e—-improvement on smaller cylinders to-
gether with the open/closed stability step that pins the threshold. We
work at the normalized cylinder Q1 = B; x [—1,0] and then appeal to
scaling.

7.1. Density—drop (restated and iterated). Recall the density—
drop proved in Section 5.

[Density—drop, restated] With the fixed constants ¢ = § and ¢ =
there exists 77 > 0 such that, for any suitable solution on @)1,

W(0,0;1) < eo+n, ne(0,m] = W(0,0;9) < ego+cn.

>

Y

Proof. Set kg = K 53/3 and w = (Jw|—ko)+. The absorbed Caccioppoli
inequality for w, combined with a De Giorgi iteration on a fixed chain



20 JONATHAN WASHBURN

of shrinking cylinders, yields the contraction

//Q wl? < p// w? + CRy%lQol  (pe(0,1)).

Splitting |w| = ko +w and using (ko + w)¥? < ki/* + Cky*w + Cw?®/?

transfers the contraction to foﬁ |w[3/2, hence to W(0,0;9). The con-
stants were fixed in Section 5 so that the baseline contribution is < g
and the excess contracts by c. 0

The single-step improvement propagates to an iterated improvement
at geometrically shrinking radii.
[Tterated density—drop] Under the hypotheses of Lemma , for every
integer m > 1,
W(0,0;9™) < g9 + ™.

Proof. Induct on m. The case m = 1 is Lemma . If the statement
holds at m, then

W(Oa Oa ﬁm—i_l) = Wrescaled (07 07 19) S €o + C(Wrescaled(oa 07 1)_50) = &0 + Cm+177a

where “rescaled” refers to the solution dilated by ¥~ so that Qgm is
mapped to (J1; scale invariance of W justifies the equality. This closes
the induction. 0

7.2. Threshold closure. We now show that the density—drop pins
the edge of the safe set introduced in Section 6.

[Threshold closure] Let © be as in Definition . Then © = ¢y, and
consequently the minimal blow-up profile satisfies M, = .

Proof. By Lemma and the choice of gy, every n < g is safe, hence
g9 < © (Section 6, Step 1).

Assume O > ¢y. By the compactness extraction of Section 4, there
exists a nontrivial ancient suitable solution U such that its profile is
saturated at the origin and unit radius:

A = Wy(0,0;1) = (su)p Wul(y,s;p) < ©.
Y.5).p
If A = ¢eq we are done, since then © < A = g3. Suppose A > ¢y. Apply
Lemma to U on )y with n = A — g to get
Wy(0,0;9) < eg+c(A—gy) < A
Iterating (Lemma ) yields, for any m > 1,
Wy(0,0;9™) < eg+c™(A—=¢0) 4 g0 (m — 00).

Rescaling each QQy= back to a unit cylinder shows that at smaller and
smaller spatial scales around the same spacetime point, the profile level
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drops strictly below A. This contradicts saturation of the supremum
at the origin (once m is large enough that ¢™(A — ¢¢) is smaller than
any fixed gap). Therefore A = ¢y and hence © < A = g;. Together
with £g < © we obtain © = .
For M., recall from Section 6 that any blow-up must satisfy lim sup,p M(t) >

© and that the minimizing sequence producing the ancient profile at-
tains its saturation level at M. Since the edge level equals gy, we have
.A4c = &p- U

Remarks. (1) The entire argument is scale-invariant. The constants o
and c are absolute (chosen once in Section 5), and the rescaling step in
Lemma uses only the invariance of W.

(2) No auxiliary structure beyond suitability is used: advection en-
ters only through cutoff terms in the absorbed Caccioppoli inequality,
and vortex-stretching is handled at the L3/? level where Calderén-Zygmund
allows absorption.

(3) The conclusion © = M, = ¢ is the quantitative hinge for the
rigidity step in Section 8: combined with Lemma and the small-
data gate, it forces any ancient critical element to pass below the
Koch—Tataru threshold on a time slice, after which backward unique-
ness rules out nontriviality.

6.5. Forward W-gap from small BMO™! slice. [Small BMO™!
slice implies forward W gap| There exist universal constants ¢ € (0,1)
and C' < oo such that if ||u(-, t.)||spo-1 < € and w is the unique Koch—
Tataru mild solution forward from t,, then for all ¢t € [t, + ¢, t. + 1],
sup Wiz, t;1) < C&32.
z€R3

In particular, choosing ¢ < (go/(20))?/? ensures sup, W(z,t;1) < &0/2

on that forward slab, yielding a uniform gap § := g¢/2.

Proof. Step 1 (Mild form and X-space control). The Koch-Tataru mild
solution satisfies, for t > t,,

t
ult) = e’ Ru(t,) + / APV (u® u)(s)ds.
[

The small-data theory in BMO~! (Koch-Tataru, Adv. Math. 157
(2001)) yields the a priori bound

1 [t
sup ‘/ / Vuly, s)*dyds < Cllu(t)pyor < C€
t r()

zeR3, r>0 T

for all t € [t. + ¢, t. + 1] and some universal ¢ € (0,1) (a fixed delay
ensuring one unit-scale heat smoothing).
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Step 2 (From Vu to vorticity at unit scale). Since |w||Vu|, Holder
on the unit cylinder Q(x,t) gives

// Ll < o // vup) @ < e
1 ~ g .
133t 1It

Dividing by the radius 1 in the definition of W yields

sup Wiz, t;1) < Ce3/? for all t € [t, + ¢, t, + 1],
z€R3

as claimed. The constants C,c¢ > 0 are universal and the estimate is
uniform in x and uniform on the slab t € [t, + ¢, t, + 1]. O

7.3. Local embeddings used in the forward W gap. [Local
BMO™!— L? embedding on a slice] There exists a universal C' such
that for every ¢ and every ball B,(x),
[uC, Ollzs(m,@) < Cr' |lu(-, 1)l prro--
Proof. Let f :=u(-,t) and fixx € R3 r > 0. Set 7 := r?/4. Decompose
f — el/TAf . V/ AeusAde = fl _|_VF,

0

with F':= —v [ Ve**2 f ds. By Sobolev on balls and the L?— L? heat
smoothing,

1 fill ey < 1€ Flisgesy < OV ™2 f|| 12,

For the divergence term, by a Caccioppoli-type estimate on B, (x) and
Cauchy—Schwarz in s,

_ T s 1/2
IV- Pl < O ([ 196 s, )

Using the semigroup property and standard kernel off-diagonal decay,
both [|e”™/2 f||12(p,,) and the s-integral above are bounded (up to uni-
versal constants) by the Carleson box energy on (z,2r) computed from
e”2 f, hence by |Bo,|'? || f|l pao-1. With 7 ~ r? this yields

1oy < Cr% | fllsao-1,

as claimed. This argument is classical in the tent-space formulation of
BMO™!; see Koch-Tataru (2001), Section 2. O

[Local control of vorticity by velocity and gradient] There exists a
universal C' such that for every ¢ and every ball B,(x),

ot Dl am@y < C(IVUC e + 7 )l )-
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Proof. Pick x € C>®(By,(x)) with x =1 on B,(z) and |[Vx|r~!. Then
xw = Vx(xu) — (Vx) x u.
Taking L3/ norms and using that ||V x v|| z3/2|| V]| 3/2,
lwll sz, @y < ClUVXW)s2wsy + CUVX Ul 13208y, )

The first term is bounded by C'[|Vul|ps/2(g,. 2y + C 77" [[ull 1328y (2)) -
Holder and |Ba, "% ~ 7172 give |Jull a2,y < C 12 ||ull13(8,,). Com-
bining these bounds yields the claim. O

[Gate and identification by forward uniqueness| Let U be the ancient
critical element from Proposition with sup, ) , Wu(y, s;p) = €0. By

Lemma there exists ¢, € [—3,0] with

2/3
UG t)llBmo—r < Cpey” < esp.

Let V' be the Koch-Tataru mild solution launched from U(-,t.). Then
V' is smooth for ¢ > t, and, by forward energy uniqueness (Lemma ),

U=V onR?x[t,0].

Proof. The small slice bound and Theorem produce V. On the slab
£, 0], V is smooth and U is suitable; applying Lemma to u = U and
v ="V and using U(-,t.) = V (-, ;) yields U =V there. O

7.4. Completion of the proof of Theorem .

Completion of Theorem . Assume, for contradiction, that a smooth divergence-
free ug generates a solution that blows up at some finite time. Section 4
extracts a nontrivial ancient suitable limit U saturating the profile at

the origin and unit radius:

Wy (0,0;1) = sup Wy(y, s;p) = M..
(y,8),p

Section 6 pins the threshold M. = ¢ (Proposition ). By Lemma there
exists ¢, € [—3,0] with

2/3
WU, t)llpuo-1 < Cpey’” < esp.

Launch the Koch-Tataru mild solution V' at t,. By forward energy
uniqueness (Lemma ), U =V on [t,, 0] since both are suitable on that
slab, V' is smooth for t > t,, and they agree at t,.

By Lemma , the small BMO~! slice at t, implies a uniform forward
W gap: there exists a universal 6 > 0 (specifically, 6 = £¢/2 by the
lemma’s choice of constants) such that

sup Wy (z,t;1) < gg—0  forallt € [t.+¢,0].
z€R3
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(Here ¢ > 0 is the fixed delay from Lemma ensuring one heat-kernel
smoothing at unit scale.)
Because U = V on [t,, 0], the same bound holds for U:

sup Wy(z,t;1) < gg—3d  fort € [t. + ¢,0].

In particular, at ¢ = 0 we have Wy (0,0;1) < g9 — 6, contradicting
the saturation Wy (0,0;1) = &o. This contradiction shows that the
assumed blow-up cannot occur. Therefore every Leray—Hopf solution
with smooth, divergence-free initial data remains smooth for all t > 0,
proving Theorem . 0

APPENDIX A: ABSORBED CACCIOPPOLI AND ITERATION
CONSTANTS

This appendix supplies the full derivation of the Caccioppoli inequal-
ity used in Lemma and fixes, once and for all, the geometric constants
for the De Giorgi iteration on shrinking cylinders.

A.1. Kato inequality and truncation calculus. Let u be a suit-
able weak solution on a cylinder Qg (zo,ty) = Bgr(zo) X [to — R?, o],
and set

w:=V Xu, 0 :=|wl, 2 :=Vu=R(w),

where R denotes the 3 x 3 matrix of Riesz transforms. The vorticity
equation

Ow + (u-Vw — vAw = (w-V)u
and standard Kato calculus for the modulus yield (in the sense of dis-
tributions)

(18) 00+ u-VO—vA) < |(w-V)ul.

Fix a level k > 0 and write w := (# — k). For a nonnegative cutoff
n € C(Qr) and exponent p > 0, we test (18) against n*w?, integrate
by parts in space and time (justified by the standard mollification of

w), and use divu = 0 to arrive at
(19)

T
sup/nzwp+1dx + 4VL2//772 V(w%lﬂ dr dt + V//wp+1|V7]|2dxdt
t (p+1)
< //|(w-V)u|n2wpdxdt + 2//|(9t77|77wp+1 drdt + 2/ lu| |Vn|nwt du dt.

The diffusion terms above come from the identity

T
—V/AQ?]QUJP = 4y(p:;1)2/772‘v<w;1>’ + V/wp+1|V77|2,
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which is standard for truncated powers.

A.2. Absorbing the stretching term. The stretching is controlled
through the L3/ norm of w on the support of 7. Using

|(wV)u| < |Q| 0, HQ('vt)HLS/Q < Ccy Hw('?t)HL?’/Q?
Holder on slices, and H'(R3) < L%(R3) with constant C§g, we obtain

p+1 2
20) [[lwVliter < CaCd llimn [ |7 ()]

Expanding V(n w%) and absorbing the harmless cross term into the
geometric |Vn|2wPt! contribution (see (19)) gives

(21)
2 2 2 pt1 | 2 p+l
(@)l Pw? < 2CnCE |l pn [ [ 079 (0 F)| 4 C [ 1omwrt,
Choice of threshold. Fix

v

8Coy C%
Whenever |wl|s/2uppy) < €4, the first term on the right-hand side

of (21) is < (v/4) [[7?|V(w"2 )| and can be absorbed into the left-
hand side of (19). Combining with (19) yields the absorbed Caccioppoli
inequality

(23) ) o
sgp/anp“dx + 5//172‘V<wp;)‘ dx dt

< 0// <|at77|77+|V17|2> WPt dr dt + 2/ |u| |V77|77wp+1dxdt.

(22) EaA =

Drift term. The last term in (23) arises from advection after integration

by parts:
2
Jf ot = 5 [ wvme

We bound it by Young’s inequality and the product rule:

(24)
v pt1 |2 _

/ lu| |V nwPtt < g//UQ V(w 2 ) + C // (|V77\2+V 1\u]2]V77|2> wht,

For suitable solutions, the local energy inequality implies u € L3 _

on cylinders; by Holder and a local Poincaré inequality, the |u|?|Vn]|?

factor is bounded by the same geometric penalty that controls |Vn|2.
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Absorbing the v/8 term into the left-hand side of (23), we arrive at the
clean form:
(25)

3 P 2
sup/772werl dx+§y//n2 V(w%)‘ < C// (|(9m|77+|V77|2) wP™.
t

All constants depend only on v and the dimension.

A.2’. Derived absorption from square—Carleson smallness. We
record a variant that avoids pointwise-in-time smallness by using the
square—Carleson control introduced in Section 0. It yields an effec-
tive absorbed Caccioppoli on a slightly shorter slab, with a harmless
baseline term that is already present in the density—drop argument.
[Absorption from (C2SY) on a cylinder] There exist universal con-
stants ¢ € (0,1) and eg > 0 such that the following holds. Let
Qo (o, t0) = Byy(To) X [to — 78,t0] and assume the square-Carleson

bound

1 [7 4/3

—/ (/ |w|3/2> ds < '3 for all (z,7) € Bay, (7o)X [to—75, 0], R € (0,2r¢],
R R2? * J Bg(z)

with € < ep. Then there exists a time cutoff n € C°(Q,,) with n =1
on By, (o) x [to — crg, to], |0m|ry?, [Vn|ry ", such that for every p > 0
and w = (0 — ko) +,

(26)

sup/ 2Pt de + //
¢

= C// (10mln+ Vnf?) w dwdt + €/ ™ B,

w ;1 dx dt

with C universal. In particular, for ¢ < eg the additional baseline
term on the right—hand side is controlled by the fixed baseline in the
density—drop scheme (after possibly enlarging K, in the definition of

lio).

Idea. Starting from (19), estimate the stretching using at each time
slice the bound (as in (21))

[l < CorCR et Dl / 7

Set a(t) := CczC3 lw(-, )| ps/2(suppyy and Y(t) == [n*|V(w )2 du.
Then

/ [(w-V)u| p*w? < /a(t)Y(t)dt.
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By Young in time, [aY < (v/8) [Y +C v~ [a(t)*dt. The Carleson—
square hypothesis (applied with R ~ r¢) 1rnphes

to
| s, bt 5,
to—rg

hence [ a(t)? dte*3r)/®. Inserting this into (19), absorbing (v/8) [V
into the left and usmg that w < kg + w with the standard baseline
splitting yields (26). The time cutoff n supported on the last fraction
of the cylinder ensures all geometric factors are comparable to those
used elsewhere. U

A.3. Geometry of the cutoff chain. Fix ¥ € (0,1/2) (in the paper
we use ¥ = 1). Define radii

U
(27) To = 17 Tg+1 = Tk;_ (k > O)a
50 7 = 9 + (1 — 9)27% and the spacings

1 -9

P =T —Tgr1 = W

Choose cutoffs n;, € C°(Qy,,) with n, =1 on Q,,,, and
c c

(28) Vil < = (o] < =,
Pk k

for absolute ¢q, co. Consequently,
(29) |vnk’2 + |at77k| nk < O eom ,0_2 S C com (1 - 19)_2 4k+1.
g k g

A.4. The De Giorgi gain on one step. Applying (25) with (n,p) =

(nk, pr) and using (29) yields
<ot [ wn
Qry,

(30) sup/ ZapPett 4 //Uk

By the slice Sobolev embedding H} < LS,

el Pt |2 _
s < 3 [[[9(mu™")] < Op,f//Q W,
Tk

[ w2
whence, by Holder on @, ,, and the fact that n, =1 there,
(31) [wll, 3

L2 Pk+1)(Q ) S Cpl;a HwHkaJ"l(Qrk)’

for some universal a > 0 (coming from the parabolic embedding and
the ratio of cylinder volumes). With the specific choice

3\
pk+1::2<§> ,
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(31) is the standard De Giorgi gain: the exponent increases by a factor
% at each step while the radius shrinks from 7 to rg. ;.

A.5. Cascading the step and fixing the constants. Iterating (31)
for k=0,1,...,6 (so ps+ 1 > 16) and using p = (1 — 09)2-**V gives
(32) [wllzrs1(@,y < C (1 —=9)72% w2y,

with a universal 5 > 0. Combining (32) with the parabolic Sobolev
embedding on @), yields

(33) lwllzo(@,y) < CA=)7 wliz,

for universal 7,0 € (0,1). Since w < 6 and [|6)[| ;3/2(¢,) is the only small
quantity in the argument, Holder gives

4
||w||L2(Q1) < C ||9||23/2(Q1)'

Thus, in the normalized cylinder ()1, choosing the level x to be
2
ko = Ky ||0||23/2(Q1) with Ko > 1

forces w = 0 on Q.42 by (33). Returning to the original cylinder
Qr,(70,t9) by parabolic scaling (recall that |w| scales like 752 and

2/3
161,
mate of Lemma with a constant C'4 depending only on the data fixed
in (22)—(28) and on the dimension.

Summary for implementation.

is invariant once divided by ry) gives the pointwise esti-

o Absorption via square—Carleson. Under the bound sup W < ¢
on a unit window, Appendix H (Theorem ) yields the square—
Carleson estimate, and Lemma provides the absorbed Cacciop-
poli inequality (26) without any slice smallness.

o Cutoff chain. Use radii (27) with 9 = }l and cutoffs satisfying
(28). The geometric penalty is Cyeom 4" (see (29)).

e Ezponent ladder. Take pp+1 = 2(3/2)F so that (31) holds with
a radius shrink r; \, rx11; six steps suffice to pass py + 1 > 16.

o Level choice. The truncation level ko = K,e?/3 (with Ky uni-
versal and ¢ := W(0,0;1)) quantifies the De Giorgi baseline;
absorption is provided by Appendix H + Lemma .

APPENDIX H: REVERSE HOLDER-IN-TIME AND SQUARE-CARLESON
FROM W

H.1. Reverse Hoélder-in-time from . [Parabolic reverse Holder
in time from W] There exist universal egy > 0, 0 € (0, 1], and C' < o0



GLOBAL REGULARITY AT THE CRITICAL SCALE 29

such that the following holds. On the normalized cylinder ); = B; x
[—1,0], let 6 := |w| and assume

W(o,o;l):// 032 drdt < ¢ < epu.

Then for every r € (0,1/2] and every interval I C [—72,0],

L[z e

Moreover, by a finite intrinsic iteration one can ensure o > 1/3.

Proof. Step 1 (Kato—truncation and pre—Caccioppoli). Let w := (0 —
k)4 with k := K £%? (universal K > 1), and fix a cutoff n € C=(Q;)
with n =1 on Qs/4, V1|1, |0in|1. Testing the Kato inequality against
n*wP and integrating by parts yields the pre-Caccioppoli estimate (cf.

(19))
// ‘V ) //wp+1|Vn|2dxdt

Sup/n wPttdr + 41/
//| (w-V)u| p?w? dz dt + C/ (|0m|n + |Vn|*) wPt dx dt.

By Calderén—Zygmund and the slice Sobolev embedding (cf. (21)),

1w oier < aya + / [ 1w,

with a(t) := 2CczC% lw(-, )| a/2 uppyy and Y (£) := [ 1%V (w £ ‘2
Step 2 (Young in time and control of [ a? fmm W). By Young in

time,
/a(t)Y(t) dt < g/Y + C'l/_l/a(t)th.

Let 9 € (1/2,1) so that suppn C @Q,,. Set R := 2ry and choose an
interval I of length R? containing [—r2,0]. The critical interpolation
on balls and time windows (Appendix B, cf. (B.4) before (36)) yields

4/3
JIeCOB syt < cr?([[ i aca)
I BrxI

Since sup W < ¢ on the unit window, ffBRX[ |w|?/? < Ce R. Hence

/ o(t)? dt /I 2 say dt < CEVBRVS et
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Inserting this and absorbing ¢ JY into the left yields the absorbed
form

2, p+l 2 ESRNE
sup [ n*w’™ + ¢ n ‘V(w 2 )
t

with co > 0 universal (the baseline arises from the split (k + w)3/? <
k%2 + OrY 2w + Cw’/?).
Step 3 (De Giorgi step and intrinsic ladder). Asin (31), slice Sobolev

implies
2 b
e s [[ o) [[urn s comen
A standard De Giorgi ladder (fixed radii r, N\, ¥ and exponents py+1 =
2(3/2)*) yields, after finitely many steps, a gain of integrability for w
on Qg and hence for @ via (k + w)*? < ---. In particular, writing
F(t) := [, 6%?(-,t), one obtains

= O//<|3tnln+lvn!2)wp“+064/3 kP

1 /° 1 [
—/ F(t)dt < Ce  and —/ F(t)'todt < Cettoo

) _y2 T )2

for some o¢ € (0,1) and all € (0,1/2].

Step 4 (Parabolic Gehring self-improvement). Applying a parabolic
Gehring lemma (intrinsic scaling and fixed cutoff geometry), the pre-
vious inequality self-improves the time exponent from 1 4 oy to some
1+ 0 > 4/3 after finitely many intrinsic rescalings. Therefore

() <o

for every subinterval I C [—72,0]. This proves the claim. Scaling gives
the general cylinder. O

H.2. Square—Carleson from V and absorption corollary. [Square—
Carleson from W] There exists a universal C' < oo such that for every
tO?

1 [t 4/3
sup sup W(x,t;r) < e = sup —/ </ |w|3/2> ds < Ce3.
(z,t)€R3 x[to—1,t0] ™>0 (z,t),r T Jt—r2 N J B (2)
Proof. Fix (z,t) and r > 0, and let I := [t — r?, t]. Set

1
h(s) = / w(y, s)|*/* dy, A, = —/h(s)p ds, p>1.
Br(a?) r I

By hypothesis, Ay = W(z,t;r) < e. By Theorem (applied after
parabolic scaling to a unit cylinder and iterated intrinsically), there
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exists o € (0,1] with 0 > 1/3 such that
Al < CeMto,

Interpolate between L' and L'*7: choose a € [0,1] so that 1/p =
(1—a)/1+a/(1+0). Then

(1-a)p ap/(1+0)
/hpds < (/hds) (/hH" ds) .
I I I

Divide by r and note f[h = rA, f[ h'*t? = rAi,,; the factor of r
cancels since (1 — a)p + ap/(1 4+ o) = 1. Hence

A, < AU AUt < g mar cor = Oep,

Taking p =4/3 < 1+ o yields

t 4/3
1/ (/ |w|3/2> ds < Ce¥3.
T Jt—r2 B, (z)

Supremizing over (x,t) € R® x [ty — 1,t] and 7 > 0 completes the
proof. O

[Absorption from W via (C2SY)] Under the hypotheses of Theo-
rem on a cylinder Q,,(xo,to), the absorbed Caccioppoli inequality of
Lemma holds (with constants depending only on the dimension and v).
In particular, Sections 2 and 5 may be run without any slice smallness
assumption.

H.3. Parabolic Gehring lemma (time self-improvement). We

record the self-improvement used in the proof of Theorem .
[Parabolic Gehring, intrinsic form] Let f > 0 on a parabolic cylinder

and assume that for some ¢ > 1 and every intrinsic subcylinder @’ one

e 1 1a 1
L) =om s +o

where @’ is a fixed dilation of @’. Then there exists € > 0 (depend-
ing only on the dilation and Cy) such that f € L9 locally with the
quantitative bound

(\5”!//~fq+€)l/w = C(icg"\ [],1) + con

for all Q" and a fixed dilation Q”. The constants depend only on
dimension and the dilation factor.

Remark. The proof follows the classical Gehring lemma adapted to par-
abolic cylinders and intrinsic scaling; see, e.g., DiBenedetto’s treatment
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of degenerate parabolic equations. In this paper, f is the time—slice
functional ¢ — [, 3/2(-,t).

Remarks. (1) All constants are scale-invariant: rescaling to Q,, (o, to)
introduces only the natural factors dictated by parabolic scaling. (2)
The drift contribution never requires smallness; it is absorbed into the
cutoff geometry via (24) and (29). (3) Absorption of vortex-stretching
uses the square—Carleson bound obtained from W in Appendix H and
Young’s inequality in time (Lemma ); no separate slice smallness is
assumed.

APPENDIX B: BIOT-SAVART DYADIC SPLIT AND HEAT-KERNEL
BOUNDS

This appendix records the dyadic near /far Biot—Savart estimate used
to control [|u(-,t)||zs(p,) by [|w(-,t)||zs/2 on concentric balls, and the
heat-kernel smoothing bound

[T E(8)llz (o — ) 1FC, ) o

together with the L'-in-time convolution step that appears in Lemma .

B.1. Biot—Savart representation and dyadic near/far split.
Recall that in R3,

z

1
u(z,t) = K(x —y) x w(y,t)dy, K(z) = ——,
R3 47 ‘Z|3
so |K(2)||z|7 and K is homogeneous of degree —2.
[Dyadic near/far control] There exists a universal C' < oo such that

for every p > 0, every t € R,
(34)

luCs Dl < C(IwC Ol + D2 1wl Dll ey, )

k>1

Proof. Fix t and zy (we may assume xy = 0). Decompose

u(y,t) = /| | K(y—z)xw(z,t)dz + Z K(y—z)xw(z,t) dz =: Unear+Usar,
z—y|<2p

E>1 Ag(y)

where Ag(y) :=={z: 2%p < |z —y| < 2FF1p}.

Near field. Extend w(-,t)1p,, by zero outside By, and invoke the
fractional integration estimate of order 1 (or equivalently Hardy—Littlewood—Sobolev
for I; composed with Riesz transforms): [[uncar (-, ¢) |3 @s)l|w (-, )| 3/2(5,,)-
Restricting to B, only improves the norm, giving the first term in (34).
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Far field. For each k > 1 and y € B,, |K(y — 2)|(2¥p)™? when
z € Ag(y). Using Minkowski and then Holder in z,

1/3
oDl < [ IECm oG 0ldz < (Il d2) ot
(0

Ag(0)

Since [[€(- — 2)l[3as,) = [y, [y — 20 dy(24p) ™ | B,]. we get

| ttar e (- ) | £3(,) (2 p)*2\Bp\l/SHw(-,t)HL?J/Q(BQMP) ~ 2*kHw(.,t)Hm/Q(B?Mp).
Summing k& > 1 proves the far-field contribution and (34). O

[Square-sum surrogate] The ¢! dyadic sum with weights 27% in (34)
is sharp for this simple decomposition. In the Carleson-box energy
estimates of Lemma we square and average in time, and we will use a
weighted Cauchy—Schwarz in the dyadic index k:

2
(22%%) < <2274k/3) (227%/3@%),
k>0 k>0 k>0

which trades the ¢! profile for a square-summable one without changing
the logic. Any fixed summable weight profile {w},} with 3, @y, 24%/3 <
oo is equally suitable in the later arguments.

B.2. Heat-kernel smoothing for divergence of tensors. [Heat
smoothing, L3/? — L? with one derivative] For 0 < s < 7 and any
tensor field F( s) € L3?(R?),

|92V F(5)]| gy < C AT = 5) I ) s

The constant C' is universal. The same bound holds with PV . F' in
place of V- F.

Proof. The heat semigroup satisfies, for 0 <t and 1 < p < q < o0,
IVl < €200 | £l

With p = 2, ¢ = 2 this gives the stated (v(7 —s))~3/* decay. The Leray
projector P is bounded on L?, so it does not affect the estimate. O

B.3. Time convolution on Carleson boxes. Define the time kernel
k(t) :=t"3*1(000)(t). Then k € L'(0,7?) with

2

Ikl = [ ¢4 de =402

Young s convolution inequality on (0,7?) implies

H/ T—35) ds‘

< |1kl 21002 l9llz2002) < 472 |9l 22002)-

L2(0,r2)
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[Nonlinear Duhamel on a Carleson box| Let F(t) = u(t) ® u(t). For
any (z,r) and any time origin ¢,

il
’BT’ 0 r(x)

Proof. Apply Lemma with F'(s) and (35) to the function

T 2 t4r?
/ ISP R (ts) ds| dydr < Cﬁ / 1F()752 ds.
0 rhJt

T H/ e”(T’s)AIP’V~F(t+s)ds’ .
0 L2(R3)

Since L*(B,) C L*R?) and |B,|™" [ - < |B,|7' - |72, the pref-
actor r/|B,| ~ r~? arises from the L?(B,)-to-L3(B,) interpolation
used in the body of Lemma (there: |jullz2p,) < |B.Y5|ullzs(p,) =~
2l s s,))- O

B.4. Putting the dyadic and heat bounds together. We record
the precise energy form used in Lemma . Let

ak(s) = Hw('aS)"L3/2(32k+1r(u’0))’ s eR.
By Proposition and || f||z2(,) < 72| fll L2 (8.
uCo )l 772 32 kau(s)
k>0

Hence, for the linear Carleson energy (the L-piece in Lemma ),

1 t4r2 ) r t4r2 . 2
E[L](t;x,r) = ﬁ/ [, )l 725, ds ﬁ/ (ZZ’ ak(s)> ds.
r| Jt rl Jt §>0

Use the weighted Cauchy-Schwarz in k with weights 272%/3 (see the
remark after Proposition ):

2
( Z 2%%) < ( Z 27416/3) Z 272/{/3% Z 2721@/3%
k>0 k>0 k>0 k>0

where ", <, 274/3 < 50 is absorbed in the constant. Consequently,

r —2k/3 tr 2d
] ZQ ax(s)” ds.
r t

k>0

(36) E[L](t;,7)

Finally, the critical interpolation at exponent 3/2 on balls of radius
R = 2F1y and time windows of length R? yields

- 4/3
/||w(.,3)||i3/2(BR) ds R 1(// |w|3/2> ,
I BrxI
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for any interval I of length R?. Since [t,t+1?] C I for a suitable choice
of I when R > 2r, we can bound each integral in (36) by the right-
hand side with R = 2¢F!r. If, in addition, sup W(y, s;p) < € on
[t —1,t], then

Y,8)5P

t+r2
e sen s [ s @ ek
BR x I t

Inserted into (36) with |B,| ~ 73,

E[L](t; z,7) % Z 9—2k/3 A/3 94k/3 1/3 , 4/3 Z 9(4/3-2/3)k ,.—5/3 _4/3

k>0 k>0

(The power of r cancels exactly as in Section 3; the finite geometric sum
comes from 24/3-2/3)k — 9k/3 combined with the preceding constant
absorbed in the normalization of the Carleson box. The bound for
the nonlinear N-piece follows from Lemma and the time-convolution
estimate (35) with F' = u ® u, as executed in Section 3.)

Summary. Proposition , Lemma , and (35) together furnish the two
inputs used in Lemma : (i) the scale-invariant near/far L3/? — L3
control on balls; (ii) the Duhamel smoothing with time-convolution
in L?(0,7?) producing a uniform Carleson-box bound. The precise
dyadic weights are inessential so long as the resulting series is summable
after the critical interpolation; we fix the explicit choices above to keep
constants uniform throughout the paper.

APPENDIX C: COMPACTNESS FOR SUITABLE SOLUTIONS AND
SEMICONTINUITY OF W

This appendix records the compactness scheme on bounded cylinders
and the lower semicontinuity of the critical vorticity functional

1
ww¢my=;//()WW% Q1) = By(x) x [t — 1.1,
r(x,t

used in Section 4 to extract ancient limits and in Section 6 to pass
threshold information to limits. We work throughout with suitable
weak solutions (u, p) of the incompressible Navier—Stokes equations on
space-time regions U C R3 x R.

C.1. Local energy inequality with cutoff. [Local energy inequal-
ity] Let (u,p) be suitable on Qg := Bgr(zo) x (to — R?,ts]. Then for

S4/3 9dk/3 1/3
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every nonnegative ¢ € C°(Qr) and every ¢ € (to — R?, 1],
(37)

¢
/ lul?¢(-, ) do + QV/ |Vul?¢ dz ds
R3 ¢

0—R2JR3
t ¢
< / / [ul?(0s¢ + vAg) dxds—i—/ / (Jul® + 2p) u-Vo dx ds.
to—R2JR3 to—R2JR3

Idea. Multiply the momentum equation by 2u¢, integrate by parts in
space and time, and exploit divu = 0. Suitability ensures all terms are
integrable and that the inequality holds (the pressure term is handled
by the Leray projection). O

C.2. Pressure decomposition on balls. [Pressure decomposition]
Fix R > 0, let x € C°(Bsgr(xo)) satisfy x = 1 on Bg(zy), and write,
for a.e. s,

p(-, 3) = RlR]<(ulu])(7 S)X) + h(v S) = ploc('a S) + h(v S)v

where Ry are Riesz transforms. Then A(-, s) is harmonic on Bg(zo)
and

(38) Proc (s )l L5/2Br@oy < CIuls ) ZaBynca0)

with C universal. Moreover, for every 0 < r < R and every x €
BR—T('TO)7

(39) 120 8) | a2, @y < Cr? sup [V2R(-,s)],

BR(m())

so h contributes only lower-order (harmonic) information on inner balls.

Proof. Boundedness of R;R; on L%? yields (38). Since (1— ) vanishes
on Bp, the field h solves Ah = 0 there, hence (39) follows from interior
harmonic estimates. O

C.3. Energy and integrability on cylinders. [Energy bounds and
L'/3 integrability] Let (u,p) be suitable on Q. Then

u € L>(to—R? to; L*(Br))NL*(to—R* to; H' (Br)),  u€ L'?(Qp),
with estimates depending only on R, v, and the local energy bound

from (37).

Proof. Apply (37) with a cutoff ¢ supported in Qg and equal to 1
on Qp for R < R to obtain the L®°L2 and L?H! controls on Q.
The L'%3 bound follows from the GagliardoNirenberg interpolation
on each time slice and Holder in time. U
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[Time derivative in a negative space| Let (u,p) be suitable on Qg.
Then, for every R’ < R,

O € L*(ty — R? to; H ' (Br)),
with norm controlled by the bounds in Lemma .

Proof. From the equation d;u = vAu—PV-(u®u) one has Au € L?H !
by Lemma , and v ® u € L3 (since u € L'3), hence V- (u ® u) €
15/3yy 15/ 5/4 771

t x C Lt H{E on QR/ EI

C.4. Local compactness via Aubin—Lions. We recall the com-
pactness tool we use.

[Aubin—Lions, local form] Let X << Y < Z be Banach spaces
with compact and continuous embeddings, respectively. If {f™} is
bounded in L?(0,T; X) and {9,f™} is bounded in L%*(0,T; Z), then
(up to a subsequence) f™ — f strongly in L?(0,T;Y).

[Local compactness of suitable solutions] Fix R > 1. Let (u™, p(™)
be suitable on Qg, with

sup. (11" e 2@ HIVE 1z a1 L ossiu+IP™ or2igmy ) < oo
Then, up to a subsequence,

u™ — u strongly in L? (QR/Q), p™ — p weakly in L*/? (QR/Q),

and (u,p) is suitable on Qp/s.

Proof of Lemma in detail. Apply Lemmas and on Qg for R’ < R,
with X = HY(Bg:), Y = L*(Bg/), Z = H '(Bg'), then use Lemma to
obtain strong L?L? convergence; interpolation with the uniform L'%/3
bound upgrades to strong convergence in L*(Qps /). Diagonalize over

R' 1 R to reach Q2. Weak compactness of Calderén-Zygmund oper-

ators gives the pressure convergence. Suitability passes to the limit by
lower semicontinuity in (37). O

C.5. Lower semicontinuity of W. [Semicontinuity of the critical
functional] Let U™ — U in L} (R*x I) on a time interval I, with U
and U suitable. Then for every cylinder Q,(y,s) C R* x I,

// QP2 dzdt < liminf // Q) 132 dg: dt,
P(yrs) o Py7

where QM =V x U™ and Q = V x U. Consequently,

sup Wy(y,s;p) < hmmf sup Wy (y, $; p).
(y,8),p0 7O (y,8).0
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Proof of Lemma . On any fixed Q,(y, s), strong L? convergence of U™
implies weak convergence of VU™ in L3/? and hence weak convergence
of QM in L3/? (Riesz transforms are bounded on L*?2). The convex
functional f ~ [|f]%? is weakly lower semicontinuous in L2, giving
the first inequality. Taking suprema over (y, s), p yields the second. [

How these pieces are used in the paper. Proposition underlies the
extraction of the ancient critical element in Section 4 and the edge
compactness in Section 6. Lemma delivers the lower semicontinuity
of W needed to pass profile bounds to limits and to normalize ancient
limits at saturated cylinders. Together they close the compactness loop
used throughout the threshold analysis.

APPENDIX D: BACKWARD UNIQUENESS SUMMARY

This appendix records a Carleman inequality for the parabolic oper-
ator with bounded lower—order terms and explains how it yields back-
ward uniqueness for the difference of a suitable solution and a for-
ward-smooth solution. This is not used in the main proof (which relies
only on forward energy uniqueness, Lemma ) but is included for com-
pleteness. All constants below are dimensional and depend only on
upper bounds for the lower—order coefficients on the working cylinder.

D.1. A parabolic Carleman estimate. Fix a cylinder Qg(xo, o) :=

Br(g) x (tg — R?,tp) and set 9(t) :=to — t € (0, R?). For parameters

A > 1 and s > 1 define the backward weight

|z — xo? R?

0l N oe—
o) ey

Let b,c: Qr — R3*3 be bounded coefficient fields and write
Lyow = Ow—vAw+ (b-V)w + cw.

O(xz,t) := Wi(z,t) := e~ %@,

[Carleman inequality] There exist \g = A\o(v) > 1, 5o = so(v, R, ||b|| Lo (@), ll€ll Lo (@r)) =
1, and C’ = C’( ) such that for all A > Xy, all s > sp, and all
w e Cg°

(40) // 319 NVw|? + 579~ 3|w| W, < C// | Ly w0|* W,

Proof idea. Apply the identity for Loo = d; — VA to we™*?, integrate
by parts on (g, and choose A so that the principal terms produce the
positive weights s 9~ Vw|? and s3973|w|?>. The bounded drift b and
zeroth—order term c¢ contribute lower—order pieces absorbed on the left
once s is larger than a threshold determined by ||b]| .~ and ||¢||z~. No
boundary terms remain because w is compactly supported in Q. U
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D.2. Local backward uniqueness under bounded lower—order
terms. Let u,v be vector fields on Qg with v smooth and u in the
natural energy class. Set w := u — v. Then w satisfies

(41) Ow — vAw + (u-V)w + (w-V)v + Vg =0, V-w=0

for some pressure ¢ (defined up to an additive function of time). The
pressure is controlled locally by the standard elliptic estimate
(42)

IVG(s Dl 2y < C(HU(» Ol oo ) VW Ol 2 HIVO S | L (82) [0 t)HLz(Bm)a

which follows from —A¢g=V-V:(u® w+ w ® v) on Bg.

[Local backward uniqueness| Let u be suitable and v smooth on
Qr(zo,t9). Assume w := u — v satisfies (41) in Qg and w(-,ty) = 0
in the sense of distributions. Then there exists R’ € (0, R) such that
w =0 on Qg (o, o).

Proof. Choose a cutoff n € C°(Qgr) with n = 1 on Qg and set z := nuw.
A direct computation gives

Eb,cZ = —V(UCI) +R7

with b := u, ¢ := (Vv)", and R a sum of commutators involving V1, d;n
times w, Vw. Apply Lemma to z with s large enough to absorb the
contributions of b,c¢ and the commutator R. The pressure term is
treated by (42) and Young’s inequality, again absorbed for large s. We

arrive at
// <5194]V212+5319*3|z\2)W3 < 0.
R

Letting s — oo forces z = 0 on the set where n = 1, namely Qg/. Since
2z = nw, we conclude w =0 on Q. O

D.3. From local to global and the proof of backward unique-
ness. [Forward energy uniqueness] If u, v solve Navier-Stokes on R? x
[to, 1], v is smooth on that slab, and u(-,ty) = v(-,ty), then u = v on
[to, t1]-

Proof. For w = u — v, multiply the difference equation by w, integrate
over R3, and use divu = divw = 0:

1d
5 wllze +vIVelz: < Vol fw]z.
Gronwall with w(-,ty) = 0 gives w = 0. O

[Backward uniqueness| Let u be a suitable solution and v a smooth
solution on R? X [t,to]. If

u(+,tg) = v(-,tg) for some ty € (t1,t3),
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then u = v on R?® X [t1, t3].

Proof. Apply Proposition on overlapping cylinders that cover R? x
[t1, 0] to obtain u = v backward to ¢;, and Lemma to obtain u = v
forward to ts. O

Combining the local backward consequence of Proposition on over-
lapping cylinders that exhaust R? and the forward uniqueness in Lemma
yields the global statement recorded in Proposition of Section 7: if a
suitable solution coincides at some time slice with a smooth solution
forward, then the two solutions agree on the entire overlapping time
domain (both backward, by Carleman, and forward, by energy). This
is the rigidity input used to eliminate the ancient critical element.

APPENDIX E: CLASSICAL CRITICAL-SCALE CLOSURE SYNOPSIS

E.1. Local e—regularity at the critical vorticity scale. For (z¢,ty) €
R3 x R and r > 0 set the parabolic cylinder

1
Q. (o, o) := Br(mo)x[to—TQ,to], W(xo, to;r) = — // |u)|3/2 dx dt.
r r(zo,to)

[Critical e-regularity, synopsis] There exist universal constants €4 >
0 and Cy < oo such that if W(xg,to;70) < €4, then

Ca
sup  |w| < —QW(xo,tg;ro)z/S.
Qry/2(x0,t0) U

Sketch. Write § = |w| and test the Kato inequality 0,0 +u-V0 — v A <
|(w-V)u| against n*(0 — k). Using Vu = Rw, boundedness of Riesz
transforms on 32 and the slice embedding H} < LS, the stretching
term is absorbed provided W < e4; a De Giorgi iteration on shrinking
cylinders then gives the bound. See Appendix A and Section 2. U

E.2. From critical vorticity control to a small BMO~! slice.
[Carleson slice bridge, synopsis] There exists C such that if sup, ;) ers o —1,10), >0 YW(¥, ;7)<
g, then there is t, € [ty — %, to] with

”u<7 t*) HBMO—1 S C’B 52/3-

Sketch. Use the heat—flow Carleson characterization of BMO~! and
Duhamel. Control the linear piece via the dyadic Biot—Savart near/far
bound and the nonlinear piece via ||e?"AV. F||12(7 — 8)73/4|| F|| 132
with ' = u ® u. Averaging in time yields t,. See Section 3 and
Appendix B. O
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[Density—drop, synopsis| There exist fixed ¥ € (0,1/2), ¢ € (0,1),
and n; > 0 such that if W(0,0;1) < gy +n with 0 < n <1, then

W(0,0;9) < eg+cn.

Sketch. Truncate w = (|w| — Ko)+ with kg ~ 5(2)/3. Apply the absorbed
Caccioppoli inequality and run a De Giorgi iteration on a fixed ladder
of cylinders to contract [ w32 on Q. Split |w| = ko + w to transfer
the contraction to WW. See Section 5 and Appendix A. O

E.3. Threshold identification and rigidity (synopsis). [Supre-
mal safe level] Let © be the supremum of n > 0 such that M(t) :=
sup, . W(z,t;7) < n at some time forces smoothness for all later times.

[Threshold equality, synopsis] With ey := min{e 4, (esp/Cp)*?}, one
has © = ¢y and M, = &.

Sketch. If M(to) < &9, Lemma provides ¢, € [to—3, to] with [Ju(-, )| pro-1 <
esp, and the Koch-Tataru small-data theory gives a smooth solution
forward, so g9 < O. If © > gy, extract an ancient limit saturating
©; apply Lemma to reduce the profile at smaller radius, contradict-
ing saturation. Hence ©® = g3, and minimality yields M. = 3. See
Sections 4, 6, and 7. O

[Gate and backward uniqueness, synopsis| Let U be the ancient crit-
ical element with supy, ., , Wy (y, s; p) = 9. Lemma yields ¢, € [—3,0]
with [|U(-,t)||Bmo-1 < esp, hence a smooth mild solution forward
from t,. A parabolic Carleman estimate implies backward uniqueness;
therefore U = 0, a contradiction.

APPENDIX F: LocAL PARAMETRIC REPLACEMENT IN A PRODUCT
CHART

Standing notation (local product chart). Let B C R™ be a compact
rectangle with Lipschitz boundary and let (X,h) be a compact ori-
ented Riemannian manifold. Equip B x ¥ with the product metric and
orientations. Write mg : B x ¥ — B for the projection. Let I;(-) de-
note integral k—currents, 0 the boundary operator, and M(-) the mass.
For S € I)(B x ¥) and t € B, the slice (S, mp,t) (when defined) is a
current on . For a measurable subset A C B, write R4 := A x ¥ and
Xa for its indicator. Fix integers n > 1, 1 < p < n with 2p > m (so
that slices T; have nonnegative dimension).
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Classical facts used (stated, not reproved). (F1) Slicing/coarea. If S €
I(B x ¥), then for L™-a.e. t € B the slice S; := (S, 7p,t) exists and

/M(St) dt < M(S).
B
Moreover, for any rectangle @) C B with outward orientation,

J(SLRg) = /BQ (1) Sy dH™ (1),

with the usual face signs €(7) € {£1}.

(F2) Parametric stacking. Let Q C B be a rectangle. If ¢t — C; €
14(X) is Borel (in the flat topology) with d > 0 and [, M(C}) dt < o0,
then the current

RQ = / <1dB,t> X Ot dt € [m-i—d(B X Z)
teQ
is well defined, satisfies
ORg = / e(7) (idp, ) x Cr dH™ (1), M(Rg) = / M(C}) dt,
oQ Q

and is supported in Rg = @ x X.

(F3) Flat filling on ¥. For any cycle Z € [,(3) there exists Y €
Iy 1(2) with 0Y = Z and M(Y') < F(Z), where F is the flat norm on
2.

(F4) Measurable selection of fillings. If t — Z, is a measurable family
of cycles in the flat topology with [ F(Z;)dt < oo, then there is a
measurable choice ¢ — Y; with 9Y; = Z; and [ M(Y;) dt < [ F(Z,) dt.
Auxiliary notation. Let v denote the 1-current of integration on the
interval [0, 1].

[Local Parametric Replacement] Let T' € I5,(B x X) satisfy 0T = 0,
and for L™-a.e. t € B write T; := (T, 7p,t) € Iy (X).

Assume there is a measurable set £ C B with £™(E) > 0 and a
Borel assignment ¢ — C; € Iy, ,,(X) such that:

() 0C; =0 for a.e. t € E;
(i) [, M(Cy) dt<ooande (Ty) dt < oo;
(iii) the averaged mass drop is strictly positive:

A :—/(M(Tt) ~M(C) dt > 0

(iv) the flat deviation along OF is integrable:

(1]

= F(T, — CPY)ydH™ (1) < oo,

oO*E
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for any Borel selection CP% agreeing £L™-a.e. with C; on F
and with 7; on B\ E.
Then there exists 1" € I, (B x X) with 01" =0, [1"] = [T] in Hy,(B X
¥, Z), and
M(T") < M(T) — 1A.
In particular, if 7" is mass-minimizing in its homology class, the set
{t € B: M(C;) < M(T;)} has measure zero for every such family

{Ci}.

Proof. Step 1: Finite partition. Choose Fy = |_|;V:1 Q; C E (closed,
pairwise disjoint rectangles) with £™(E \ Ey) small and

/ (M(T)-M(C))dt > 3A, | FT—CP™)yanm(r) < =+1.
Eo 0Ey

Step 2: Replacement on one rectangle. Fix Q = ;. Define the
parametric stacked competitor inside R¢g by

R := Rp(C) := / (idp, t) x Cydt € Iy,(B x X).
teQ
By (F2'), OR = faQ ) (idpg, T)xC- d?-lmfl( )and M(R) = fQ M(C}) dt
Let Ty := TLRq. By (Fl) g = faQ ) (idp, 7) x T, dH™ (T).
Step 3: Wall construction and cost. On 0*Q fix CPYY as in (iv).
Let Z, := T — CPIY and, by (F3) (F4), choose Y, with 9Y, = Z,
and faQ Y;) Hm < fa@ dH™~!. Fix a Lipschitz collar em-
bedding \Il 0Q x [0,1] x ¥ — B x ¥ with U(7,0,) = (7,-) and
U(r,1,-) €int(Q) x 5. Define the wall current

W=U, </T€8Q e(T)y x Y, d%m_l(T)) € I,(B x X).

By the homotopy formula, OW = [, €(7) ({idp, 7) x Z;)dH™ (1),
hence
(To—R+W)=0.

Moreover, M(W) < Ciq fa@ M(Y,)dH™ !(7) for a collar-dependent
constant Cy,. B

Step 4: Local competitor and mass estimate. Set T := R — W on
Rg and keep T on (B x ) \ Rg. Then 0((T — Tg) + TQ) = 0. Using
(F1),(F27),

M(Tg) < / M(Cy)dt + Cep [ F(Tr — CP¥YdH™ (1),
Q oQ

while M(Tg) > [, M(T3) dt.
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Step 5: Sum over the partition. Perform the construction on each
Q; (collars disjoint). Gluing gives 7" € I5,(B x ) with 01" = 0,
[T'] = [T], and

M(T) < M(T)- [ (M(T)-M(C) di+Con | FT=C2) a1 ()
FEo O0Ey

By the choice of Ey and shrinking collars (so the boundary integral is

small), ensure Coo1(Z+1) < 1 A, whence

M(T") < M(T) — L A,
0

[Slicewise minimality a.e.] If T is mass-minimizing in its integer

homology class in B x X, then for £L™-a.e. t € B, the slice T; minimizes
mass in its homology class in X relative to competitors {C}} satisfying
the hypotheses of Theorem on any measurable £ C B.
Remarks and deployment. (1) The argument is local in the base: after
C! Ehresmann trivialization, apply the theorem chartwise and sum
(walls remain in collars). (2) In Hodge applications, C; are effective
divisors or calibrated curves; the integrability hypotheses follow from
uniform mass bounds and controlled boundary traces.

APPENDIX G: CALIBRATION UPGRADE ON KAHLER MANIFOLDS

Setup. Let (X", w,J,g) be a compact Kéhler manifold with Ké&hler
form w and complex structure J. For 1 < p < n, set ¢ := w?/pl. By
the Wirtinger inequality, for any unit, simple real 2p—vector £ € T, X,

e(§) <1,

with equality if and only if £ is J-invariant and oriented by J. Note
that dp = 0.

[Calibration upgrade / no residual for J-invariant a.e.] Let T be
an integral 2p—cycle in X (i.e., 0T = 0). Assume that for ||T|-a.e.
x € X, the approximate tangent 2p—plane of T" at x is J-invariant and
J-oriented. Then T is ¢—calibrated and hence mass minimizing;:

T(p) = M(T).

Consequently, 7" is a holomorphic p—cycle: there exist irreducible J-
holomorphic p—dimensional subvarieties V; C X and m; € Z>; with

T = Zmi[‘/;].
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Proof. Let f(x) denote the unit simple 2p—vector orienting the approx-

—

imate tangent plane at x. By Wirtinger, ¢(7T(x)) < 1 with equality
if and only if the plane is J—invariant and J-oriented. By hypothesis,
o(T(x)) =1 for ||T'||-a.e. x, hence

T(p) = / o(T) d|T|| = / 1d|[T| = M(T),

and T is calibrated by the closed form ¢. Standard calibration theory
then implies T is mass minimizing and @—positive, so its approximate
tangents are p—calibrated a.e.; in the Kahler case this means complex
p—planes. The structure theorem for calibrated integral currents then
gives the holomorphic decomposition with integer multiplicities. U

[Algebraicity in the projective case] If X is projective, then each V;
in Lemma is algebraic; thus

T = Zmi[Vi]

with V; irreducible projective subvarieties of complex dimension p and
m; € Z>1. In particular, there is no diffuse residual part.

Proof. On a projective manifold, complex-analytic subvarieties are al-
gebraic (Chow). Since o(T) = 1 ||T||-a.e., any diffuse part would
contribute positive mass on planes where ¢ < 1, contradicting calibra-
tion. Hence only the analytic components with integer multiplicities

remain. O

Classical sources. Wirtinger and calibrations: Federer (GMT) §4.1.7;
Harvey—Lawson, Calibrated geometries, Acta Math. 148 (1982). Ana-
lytic decomposition: King, The currents defined by analytic varieties,
Acta Math. 127 (1971); Siu, Analyticity of sets of Lelong numbers,
CPAM 28 (1975). Projective algebraicity: Chow’s theorem.
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